
How can long-context 
language models improve RAG?

Mohit Iyyer
UMass Amherst



https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/

Over the past year, the 
context size of modern 
language models has 
increased by multiple 
orders of magnitude.

https://www.google.com/url?q=https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/&sa=D&source=editors&ust=1724782976011992&usg=AOvVaw0QGFXKMuluOu_btBEaZlFS


→ Can fit more/longer retrieved documents into the 
prompt, so retrievers don’t have to be perfect

→ Can potentially shift to cheap / fast retrievers as a 
result, e.g., BM25

What does this mean for RAG?



But how well do LLMs really 
utilize these long contexts?





→ Lack of reliable automatic metrics

→ Expensive and time-consuming to do human eval

→ Data contamination

Critical evaluation challenges with 
long input documents



One way to get around 
these challenges is to create 
synthetic evaluations



"The secret ingredient in a 
sandwich is Vegemite. "

 Kamradt (2023): https://github.com/gkamradt/LLMTest_NeedleInAHaystack

“Needle in a Haystack” (NIAH)
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What’s the secret 
sandwich 
ingredient?

“Needle in a Haystack” (NIAH)



What’s the secret 
sandwich 
ingredient? Language 

Model

“Needle in a Haystack” (NIAH)



https://www.anthropic.com/news/claude-3-family

“Claude 3 Opus not only 
achieved near-perfect recall, 
surpassing 99% accuracy, but 
in some cases, it even 
identified the limitations of 
the evaluation itself by 
recognizing that the "needle" 
sentence appeared to be 
artificially inserted into the 
original text by a human. ”

Modern LLMs excel at NIAH!



Unfortunately, NIAH does not test 
complex retrieval, reasoning, or 
information synthesis.



IN THIS TALK:

Summarization of recently published 
fictional books

Claim verification over recently 
published fictional books



→ Using recently published books mitigates 
data contamination

→ Using fictional books minimizes the LLM’s 
reliance on parametric knowledge

→ We choose books that annotators have 
already read for fun, thus minimizing 
annotation time / effort

… okay, why “recently published fictional books”?



FABLES: Evaluating factuality in 
book summarization (COLM 2024)

Yekyung Kim, Yapei Chang, Marzena Karpinska, Aparna Garimella, Varun Manjunatha, Kyle Lo, Tanya Goyal, Mohit Iyyer.



LLMs can summarize long documents…



… but how faithful are these summaries?
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Can we use LLMs to 
evaluate the factuality 
of generated claims?



claim

book
   LM

T/F
?



Lilith has a chance 
encounter with a 

vampire named Vale.
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NoCha: A Novel Challenge 
for long-context LLMs

Marzena Karpinska, Katherine Thai, Kyle Lo, Tanya Goyal, Mohit Iyyer.
One Thousand and One Pairs: A"novel"challenge for long-context language models.



The reagents key is in fact not a 
key at all but the cure for 
dappleglass poisoning, which 
explains why Nusis is unable to 
figure out what type of portal it 
opens.

By using her skills as an 
Apoth , Nusis is able to reverse 
engineer the type of portal 
opened by the reagents key 
found in Rona's wooden chest.

Despite her skills as an Apoth , 
Nusis is unable to reverse 
engineer the type of portal 
opened by the reagents key 
found in Rona's wooden chest.
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engineer the type of portal 
opened by the reagents key 
found in Rona's wooden chest..

By using her skills as an 
Apoth , Nusis is able to reverse 
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FALSE



NoCha dataset

→ 67 books: 30 books published in 2024, 33 books 
published in 2023, and 4 classics 

→ 1,001 claim pairs in total, ~10-15 pairs per book



Most claims in NoCha require global reasoning 



Human performance on NoCha is extremely high!

→ Verified claims for 6 books for 
which we could get two readers

→ Overall, annotators agreed on 
97.4% of claim pairs!





Random



How does NoCha compare to NIAH?

Cheng-Ping Hsieh, Simeng Sun, Samuel Kriman, Shantanu Acharya, Dima Rekesh, Fei Jia, Yang Zhang, and Boris Ginsburg. 2024. 
Ruler: What’s the real context size of your long-context language models?



NoCha claims requiring global reasoning are hard to verify



→ Long context LLMs are not yet able to fully understand 
and process their inputs 

→ Currently, building stronger retrievers and feeding a 
short list of documents to an LLM is likely a better option

→ But how long will this state of affairs last?

What does this mean for RAG?



https://novelchallenge.github.io

Thanks!!! 
Questions?

https://www.google.com/url?q=https://novelchallenge.github.io&sa=D&source=editors&ust=1724782990878426&usg=AOvVaw0HyNny5G9yQ8Ffih6RxFpm

